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Motivation
 A robot wrote this entire article. Are you scared yet, human?

https://www.theguardian.com/commentisfree/2020/sep/08/robot-wrote-this-article-gpt-3
 What It's Like To be a Computer: An Interview with GPT-3

https://www.youtube.com/watch?v=PqbB07n_uQ4

3Credit: American Liver Foundation, https://liverfoundation.org/

https://www.theguardian.com/commentisfree/2020/sep/08/robot-wrote-this-article-gpt-3
https://www.youtube.com/watch?v=PqbB07n_uQ4
https://liverfoundation.org/


Natural Language Processing
 Enabling machines to process, represent, understand, and generate languages

4Source: Hugging Face. https://twitter.com/huggingface/status/1230870653194121216

https://twitter.com/huggingface/status/1230870653194121216


NLP Applications
 Text Classification

5Image Credit: Sentiment Analysis. https://colab.research.google.com/github/shangeth/Google-ML-Academy/blob/master/2-Deep-Neural-Networks/2_9_ANN_Natural_Language_Processing.ipynb

https://colab.research.google.com/github/shangeth/Google-ML-Academy/blob/master/2-Deep-Neural-Networks/2_9_ANN_Natural_Language_Processing.ipynb


NLP Applications
 Machine Translation

6



NLP Applications
 Question Answering/Comprehension

7Source: The Stanford Question Answering Dataset (SQUAD). https://rajpurkar.github.io/mlx/qa-and-squad/

https://rajpurkar.github.io/mlx/qa-and-squad/


NLP Applications
 Text Summarization

8Source: Automatic Text Summarization, Cognitive Science and Knowledge Management Series 



Language Modelling
 A probability distribution over words or word sequences
 Probability distribution over strings of text
 How likely is a string in a given “language”?

9Image Credit: The Gradient. https://thegradient.pub/understanding-evaluation-metrics-for-language-models/

https://thegradient.pub/understanding-evaluation-metrics-for-language-models/


Representing text: One-hot Encoding
 One-hot vector of an ID is a vector filled with 0s, except for a 1 at the position associated 

with the ID. 
 For e.g., for vocabulary size D=10, the one-hot 

vector of word (w) having ID=4 is 
e(w) = [0 0 0 1 0 0 0 0 0 0]

 One-hot encoding makes no assumption about 
word similarity
 All words are equally similar/different from each other

 This is a natural representation to start with, 
though a poor one

10Slide Credit: Hugo Larochelle. Neural Networks 



Representing text: Count Vectorizer
 Counts the number of occurrences of each word appearing in a document
 Converts a collection of text documents to a vector of term/token counts

11Image Credit: Ishan Kotian. Fake news classification – NLP @Kaggle. https://www.kaggle.com/lykin22/fake-news-classification-nlp

https://www.kaggle.com/lykin22/fake-news-classification-nlp


Representing text: tf-idf vectorizer
 Stands for Term Frequency – Inverse Document Frequency (tf-idf)
 Common algorithm to transform text into a meaningful representation of numbers

 This cheesecake is really yummy. I’m going for another slice.
 The restaurant service was very slow.

12Slide Credit: Hugo Larochelle. Neural Networks 



Representing text as vectors
 One-hot encoding, count and tf-idf vectors are sparse and long
Most values are zeros
 Length of vector is equal to size of vocabulary (can be more than 50,000)

 Alternative is to look for dense vectors. These are
 short and dense
 easier to use a features in machine learning (less weights to tune)
 can capture context

13Adapted from: Dan Jurafsky and James Marting. Speech and Language Processing. Stanford University



Word Embeddings
 Instead of counting how often each word w occurs near “university”, train a classifier on a 

binary prediction task:
 Is w likely to show up near “university”?

 We don’t actually care about this task, but we take the learned classifier weights as the word 
embeddings

 Uses free-form text as implicitly supervised training data
 A word s near “university” acts as gold standard “ground-truth” to the question
 No need for hand-labeled supervision

 Word vector algorithms use the context of the words to learn numerical representations for 
words, so that words used in the same context have similar looking word vectors.

14Slide Credit: Dan Jurafsky and James Marting. Speech and Language Processing. Stanford University



Word2Vec
 “You should know a word by the company it keeps”

– J.R. Firth
 Uses CBOW or Skip-gram model to train the network
 Word2Vec uses skip-gram neural network to predict 

neighbor context

15Credit: Thushan Ganegedara. Intuitive guide to understanding Word2Vec. https://towardsdatascience.com/light-on-math-machine-learning-intuitive-guide-to-understanding-word2vec-e0128a460f0f

https://towardsdatascience.com/light-on-math-machine-learning-intuitive-guide-to-understanding-word2vec-e0128a460f0f


GloVe
 Word2Vec rely on local statistics (local context information of words)
 GloVe captures both local and global statistics (word co-occurrence) to obtain word vectors
 Can derive semantic relationships between words from the co-occurrence matrix
 Requires upfront pass-through entire dataset

16Credit: GloVe: Global Vectors for Word Representation. https://nlp.stanford.edu/projects/glove/

https://nlp.stanford.edu/projects/glove/


Statistical Language Modeling
 Models that assign probabilities to the sequences of words
 Focus on n-gram 
 2-gram (bigram). E.g., “going to”, “on the”
 3-gram (trigram). E.g., “what are you”, “please turn your”

 Naïve approach:
 Calculate the probability of word w, given history, h: P(w/h)
 A computation challenge with significant size of corpus
 Do approximation using chain rule

 Bigram language model
 Approximates the probability of a word given all the previous words by using the conditional 

probability of one preceding word
 Based on Markov assumption: we can predict the probability of some future unit without looking 

too far in the past
 Use Maximum Likelihood Estimation (MLE) to estimate the probability function

17Source: Language Models – N-gram https://towardsdatascience.com/introduction-to-language-models-n-gram-e323081503d9

https://towardsdatascience.com/introduction-to-language-models-n-gram-e323081503d9


Recurrent Neural Networks (RNNs)
 A class of artificial neural networks suitable for modeling sequential or time-series data
 Exhibit dynamic behavior where connections between nodes form a directed graph along a 

temporal sequence
 RNNs have a looping mechanism that acts as a highway to allow information to flow from 

one step to the next. This information is the hidden state, which is a representation of 
previous inputs.

18Credit: Michael Phi. Illustrated guide to RNNs. https://towardsdatascience.com/illustrated-guide-to-recurrent-neural-networks-79e5eb8049c9

https://towardsdatascience.com/illustrated-guide-to-recurrent-neural-networks-79e5eb8049c9


LSTMs/GRUs
 Vanilla RNNs suffers from vanishing gradient problem
 As the RNNs processes more steps, it has troubles retaining information from previous steps.
Due to back-propagation, the earlier layers fail to do any learning as the internal weights are 

barely being adjusted due to extremely small gradients.
 Does not learn the long-range dependencies across time steps

 LSTMs and GRUs are two special RNNs, 
capable of learning long-term dependencies 
using mechanisms called gates.

 These gates are different tensor operations 
that can learn what information to add or 
remove to the hidden state. 

19Credit: Michael Phi. Towards Data Science. https://towardsdatascience.com/illustrated-guide-to-lstms-and-gru-s-a-step-by-step-explanation-44e9eb85bf21

https://towardsdatascience.com/illustrated-guide-to-lstms-and-gru-s-a-step-by-step-explanation-44e9eb85bf21


End-to-End text classification

20Credit: Rahul Agarwal. Towards Data Science. https://towardsdatascience.com/using-deep-learning-for-end-to-end-multiclass-text-classification-39b46aecac81

https://towardsdatascience.com/using-deep-learning-for-end-to-end-multiclass-text-classification-39b46aecac81


Seq2Seq model
 Model has two parts: Encoder and Decoder (Encoder-Decoder Framework)

21Image Credit: Machine Translation using Recurrent Neural Network and PyTorch. http://www.adeveloperdiary.com/data-science/deep-learning/nlp/machine-translation-recurrent-neural-network-pytorch/

http://www.adeveloperdiary.com/data-science/deep-learning/nlp/machine-translation-recurrent-neural-network-pytorch/


Seq2Seq used for various NLP applications
 Machine Translation

 Automatic Email Reply

22Image Credit: Machine Translation using Recurrent Neural Network and PyTorch. http://www.adeveloperdiary.com/data-science/deep-learning/nlp/machine-translation-recurrent-neural-network-pytorch/

http://www.adeveloperdiary.com/data-science/deep-learning/nlp/machine-translation-recurrent-neural-network-pytorch/


Seq2Seq used for various NLP applications
 Google’s Multilingual Neural Machine Translation

23Image Credit: https://arxiv.org/abs/1611.04558?context=cs.AI

https://arxiv.org/abs/1611.04558?context=cs.AI


Issues with RNNs for seq2seq tasks
 Despite being very successful for various NLP tasks, there were challenges:
 dealing with long-range dependencies
 the sequential nature of the architecture prevents parallelization

 Attention mechanism helped to overcome first issue to certain extent

24Credit: Encoder-Decoder Architecture for Machine Translation. https://www.analyticsvidhya.com/blog/2019/06/understanding-transformers-nlp-state-of-the-art-models/

https://www.analyticsvidhya.com/blog/2019/06/understanding-transformers-nlp-state-of-the-art-models/


Attention Mechanism
 A set of mechanisms that limit some processing 

to a subset of incoming stimuli (reducing computational 
demands)

 Attention in neural networks
 A mechanism that learns to focus on a subset 

of the input that is relevant to the task.

25Slide Credit: Peter Anderson. Connecting Language and Vision to Actions. https://lvatutorial.github.io/
Image Credit: Boundless Psychology. https://courses.lumenlearning.com/boundless-psychology/chapter/attention/

https://lvatutorial.github.io/
https://courses.lumenlearning.com/boundless-psychology/chapter/attention/


Neural Machine Translation by jointly Learning to Align and Translate
 NMT attempts to build and train a single, large neural network that reads a sentence and outputs a 

correct translation. 
 The NMT system is a seq2seq model 

(Encoder-Decoder framework)
 Issue: The encoder-decoder framework compresses 

all the necessary information of a source sentence into
a fixed-length vector. 

 Cho et al. (2014) showed that the performance of a basic encoder-decoder deteriorates as the 
length of an input sentence increases. 

 Bahdanau et al. (2015) proposed an extension to NMT which learns to align and translate jointly. 
 The basic idea of “attention” is that at each time the model generates a word in a translation, it 

searches for a set of positions in a source sentence where the most relevant information is 
concentrated

 The model predicts a target word based on the context vectors associated with these source 
positions and all the previous generated target words

26Credit: Bahdanau et al. (2015). Neural Machine Translation by jointly learning to Align and Translate. ICLR 2015. 



Neural Machine Translation by jointly Learning to Align and Translate
 Solution: Enable the network to pay 

attention to specific areas of the input 
by adding new (weighted) connections

27Credit: Bahdanau et al. (2015). Neural Machine Translation by jointly learning to Align and Translate. ICLR 2015. 



NMT by jointly Learning to Align and Translate

28Credit: Bahdanau et al. (2015). Neural Machine Translation by jointly learning to Align and Translate. ICLR 2015. 

Before Attention: Long sentences are very 
hard as they are compressed to a fixed length 
vector

After Attention: The attention mechanism 
helps to overcome the issue



NMT by jointly Learning to Align and Translate

29Credit: Bahdanau et al. (2015). Neural Machine Translation by jointly learning to Align and Translate. (CLR 2015. 



Show, Attend and Tell (Xu et al., 2015)
 “Rather than compressing an entire image into static representation, attention allows for 

salient features to dynamically come to forefront as needed” 

30Source: Xu et al., (2015). Show, Attend and Tell: Neural Image Caption Generation with Visual Attention  



Show, Attend and Tell (Xu et al., 2015)

31Source: Xu et al., (2015). Show, Attend and Tell: Neural Image Caption Generation with Visual Attention  



Transformers
 Attention is All You Need
 Novel architecture relies entirely on self-attention to 

compute representations of its input and output 
without using sequential RNNs or convolutions.

 Aim is to solve seq2seq tasks while handling 
    long-range dependencies

32Credit: Vaswani et al., Attention is All You Need, NeurIPS 2017. 
Ria Kulshrestha’s blog on Transformers. https://towardsdatascience.com/transformers-89034557de14

https://towardsdatascience.com/transformers-89034557de14


Self-attention in transformers
 Understanding self-attention with Search
 Query (Q)
 Key (K)
 Value (V)

33Credit: MIT 6.S191 Recurrent Neural Networks and Transformers

Query (Q)

Key 1 (K1)

Key 3 (K3)

Key 2 (K2)
Value (V)



Self-attention in transformers
Self-attention: 

Identify and attend to most important features in input

Step 1: Encode position information  

Ꚛ

34Credit: Slide adapted from MIT 6.S191 Recurrent Neural Networks and Transformers

Input (x)

I love neural networks and deep learning

p1 p2 p3 p4 p5 p6 p7

Embeddings

Positional-aware 
Embeddings



Self-attention in transformers
Self-attention: 

Identify and attend to most important features in input

Step 1: Encode position information                                   × =
Step 2:  Extract query (Q), key (K), and value (V)

× =    

× =                              

35Credit: Slide adapted from MIT 6.S191 Recurrent Neural Networks and Transformers

Query (Q)

Key (K)

Value (V)



Self-attention in transformers
Self-attention: 

Identify and attend to most important features in input

Step 1: Encode position information                                                          
Step 2:  Extract query (Q), key (K), and value (V)
Step 3:  Compute attention weighting 

36Credit: Slide adapted from MIT 6.S191 Recurrent Neural Networks and Transformers

Query 
(Q)

Key 
(K)

Q. KT

Scaling



Self-attention in transformers
Self-attention: 

Identify and attend to most important features in input

Step 1: Encode position information                                                          
Step 2:  Extract query (Q), key (K), and value (V)
Step 3:  Compute attention weighting 

37Credit: Slide adapted from MIT 6.S191 Recurrent Neural Networks and Transformers

Query 
(Q)

Key 
(K)

Q. KT

Scaling
Softmax



Self-attention in transformers
Self-attention: 

Identify and attend to most important features in input

Step 1: Encode position information                                                          
Step 2:  Extract query (Q), key (K), and value (V)
Step 3:  Compute attention weighting 
Step 4: Extract features with high attention

x V = A (Q, K, V)                                                           

38Credit: Slide adapted from MIT 6.S191 Recurrent Neural Networks and Transformers
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Self-attention in transformers
Self-attention: 
Step 1: Encode position information                                                          

Step 2:  Extract query (Q), key (K), and value (V)

Step 3:  Compute attention weighting 

Step 4: Extract features with high attention

39Credit: Slide adapted from MIT 6.S191 Recurrent Neural Networks and Transformers



BERT
 Bidirectional Encoder Representations from Transformers 
 Idea to have deeply bidirectional, unsupervised language representation
 Example sentence:  “I accessed the bank account”
Unidirectional contextual model would represent “bank” based on “I accessed the”
 BERT represent “bank” based on both its previous and next context – “I accessed the --- account”

 Why bidirectional in BERT possible?
 Not possible to train bidirectional models by simply conditioning each word on its previous and 

next words, since this would allow the word that’s being predicted to indirectly “see itself” in a 
multi-layer model.
 BERT rely on two tasks

  Masking words in the input
  Next sentence prediction

40Credit: Devlin et al., BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding.
Google AI Blog. https://ai.googleblog.com/2018/11/open-sourcing-bert-state-of-art-pre.html

https://ai.googleblog.com/2018/11/open-sourcing-bert-state-of-art-pre.html


BERT

41Credit: Jay Alammar. The illustrated BERT, ELMo, and co. https://jalammar.github.io/illustrated-bert/

https://jalammar.github.io/illustrated-bert/


Turing-NLG
 A Transformer based generative language model
 Based on DeepSpeed (DL library) to make distributed training of large models easier
 17 billion parameters

42Credit: Rosset, Corby. (2020). Turing-NLG: A 17-billion parameter language model by Microsoft, Microsoft Research
Microsoft Turing-NLG. https://www.microsoft.com/en-us/research/blog/turing-nlg-a-17-billion-parameter-language-model-by-microsoft/

https://www.microsoft.com/en-us/research/blog/turing-nlg-a-17-billion-parameter-language-model-by-microsoft/


OpenAI GPT-3
 Key idea: Improve task-agnostic few-shot performance
 Evaluation on various NLP tasks under few-shot learning, one-shot learning, and zero-shot 

learning demonstrates GPT-3 promising results
 Technical details:
 An autoregressive language model
 GPT-3 has 96 layers with each layer having 96 attention heads
 trained on datasets with 500 billion tokens
Word embedding size of 12888
 Context window size is of 2048 tokens
 Uses alternating dense and locally banded sparse attention patterns

 Compute:
 Trained on more than 576 GB of text data including common crawl, Books, and Wikipedia
 About 175 billion parameters
 costs OpenAI around $4.6 million

43Credit: Brown et al., (2020). Language models are few-shot learners. 
Priya Shree. Medium: The journey of OpenAI GPT models. https://medium.com/walmartglobaltech/the-journey-of-open-ai-gpt-models-32d95b7b7fb2

https://medium.com/walmartglobaltech/the-journey-of-open-ai-gpt-models-32d95b7b7fb2


MT-NLG

 Largest transformer model to date 
 530 billion parameters
 Trained on a wide variety of NLP tasks such as 

auto-completing sentences, question and 
answering, reading and reasoning

 Outperforms various tasks with little to no 
fine-tuning, in a few-shot or zero-shot learning

 Trained using Nvidia’s Selene machine learning 
supercomputer

 Estimated to cost $85 million

44Source: https://turing.microsoft.com/
The Register. https://www.theregister.com/2021/10/12/nvidia_microsoft_mtnlg/

https://turing.microsoft.com/
https://www.theregister.com/2021/10/12/nvidia_microsoft_mtnlg/


Where is the journey heading?
 Are bigger language models better?
 Bigger models are better at generalizing on various downstream tasks
 Issues: Bias, carbon footprints

45Credit: University of Washington. https://www.washington.edu/news/2021/03/10/large-computer-language-models-carry-environmental-social-risks/

https://www.washington.edu/news/2021/03/10/large-computer-language-models-carry-environmental-social-risks/


Where is the journey heading?

46Source: Hugging Face. https://huggingface.co/blog/large-language-models

https://huggingface.co/blog/large-language-models


Summary
 Large language modeling is like race between titans
 Large language model size is increasing 10x every year for the last few years. Moore’s Law
 Issues:
 Environmental cost (carbon footprint)
 Hard to replicate
 Very complex

 The need:
 To build practical and efficient solutions
Within everyone’s capability and reach to solve real-world problems

47Credit: Brown et al., (2020). Language models are few-shot learners. 
Priya Shree. Medium: The journey of OpenAI GPT models. https://medium.com/walmartglobaltech/the-journey-of-open-ai-gpt-models-32d95b7b7fb2

https://medium.com/walmartglobaltech/the-journey-of-open-ai-gpt-models-32d95b7b7fb2
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